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Knowledge Discovery and Data Mining Process Models

•Data Cleaning
•Data Transformation and Integration
•Data Reduction

Data Preprocessing

•Measures of Similarity
•Measures of Evaluation
•Clustering Algorithms
•Classification
•Pattern Mining: Association Rule Mining

Data Mining
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Data Mining methods: 
Clustering
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Data Mining methods: Clustering

• Clustering is a technique used for finding similarly behaving groups in data. 
• Should lead to a crisp demarcation of the data such that objects in the same group are highly similar to each other 

and objects in different groups are very dissimilar to each other
• Inter cluster distance should be maximized and intra cluster distance should be minimized
• Clustering helps with the distinction between various types of objects and can be used as an exploratory process 

and also as a precursor to another mining tasks such as anomaly detection
• Clustering can be used to identify a structure that could be preexisting in the data
• Once a cluster is discovered then the objects that are seen outside of this structure could be of interest in some 

scenarios, or in some other cases the cluster itself could be of interest. 
• For example, if we cluster objects on the basis of certain attributes then some objects which do not conform to the 

clustering structure could require further investigation as to the cause of this behavior which puts this object outside 
of the cluster. 

• A cluster of objects could be of interest due to their affinity to each other in some attribute values. Thus, clustering 
not only can act as an independent analytics approach but in many cases can also be seen as a precursor to other 
approaches such as outlier detection.
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Categorization 
of the various 

Clustering 
approaches 
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Partitioning 
Algorithms: K-

means
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• The primary approach of the partitioning algorithms, such as K-
means, is to form subgroups of the entire set of data, by making K 
partitions, based on a similarity criterion. The data in the subgroups is 
grouped around central object such as mean or medoid. However, 
they differ the way in which they define the similarity criterion, 
central object and convergence of clusters.  

• K-means (MacQueen 67) 
• Based on finding partitions in the data by evaluating the distance 

of objects in the cluster to the centroid, which is the mean of the 
data in the cluster

• Intuitively the bigger the error the more spread out the points 
are around the mean

• If we plot the SSE for K=1 to K=n (n number of points), then SSE 
ranges from a very large value (all points in one cluster) to 0 
(every point in its own cluster). The elbow of this plot provides 
an ideal value of K

• K-means has been a well-used and well accepted clustering 
algorithm due to its intuitive approach and interpretable output. 
However, K-means does not work very well in presence of 
outliers and does not form non-spherical or free form clusters
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Clusters

K-means clustering

• Starts with a set of points, K value for number of clusters to form and seed centroids 
which can be selected from the data or randomly generated

• Partitioning points around the seed centroids such that the point is allocated to the 
centroid to which its distance is smallest

• At the end of the first round we have K clusters partitioned around the seed centroids
• Now the means or centroids of the newly formed clusters are computed and the 

process is repeated to align the points to the newly computed centroids
• This process is iterated until there is no more reassignment of the points moving from 

one cluster to the other
• K-means works on a heuristic-based partitioning rather than an optimal partitioning
• The quality of clusters can be evaluated using Sum of squared errors which computes 

the distance of every point in the cluster to its centroid
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Density Based 
Algorithms: 

DBSCAN
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• Density-Based Algorithm for Discovering Clusters in Large Spatial 
Databases with Noise, proposed by Ester et. Al. 1996 

• Foundation of several other density based clustering algorithms 

• Clusters as dense or sparse regions based on the number of points in 
the neighborhood region of a point under consideration

• Radius and a minimum number of points in the region (parameters: ε, 
MinPts)

• Minimum number of points in a radius of ε facilitates the 
measurement of density in that neighborhood

• ε Neighborhood (in Euclidean point space), is the neighborhood of a 
point that contains the (minPts) points

• Variations of DBSCAN also discuss how to identify ε through 
computing K distance for every point i.e. if k=2, the distance between 
the point and its 2nd nearest neighbor, sort this in descending order

• The K-Distance is plotted and a valley or dip in the K-Distance plot 
along with a user input of the expected noise determines the ε
neighborhood. The algorithm defines density in terms of core points

• A Core point is an object, which has the minimum points in its 
neighborhood defined by ε
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p1

p2

p4
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p5
p3

p9
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p10

Example: MinPts=3, ε=1 
Core Points: p2, p4, p6, and p7
p1 is Directly Density reachable from p2
p3 is Directly Density reachable from p4
p5 is Directly Density reachable from p6
p6 is Directly Density reachable from p7

p8 is indirectly density reachable from p7 as p8 
DDR from p6 and p6 DDR from p7 so by 
transitivity p8 indirectly density reachable 
from p7.
p1, p3, p5 are all Density connected points.
p10 is outlier

(a) 

(b) 

The DBSCAN algorithm begins by identifying core points and 
forming clusters through directly density reachable points from 
this core point. It then merges the cluster with such points. The 
process terminates when no new point can be added. 

DBSCAN
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Data Mining methods: 
Classification
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Classification process
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Given a collection of records, 
the goal of classification is to 

derive a model that can assign 
a record to a class as accurately 

as possible 

Here class is often referred to 
as label, for example a data 

point is anomaly or not. Here 
Anomaly and Not anomaly can 

be two classes 

Multi class classifiers are also 
proposed which deal with 

classification of an instance as 
belonging to multiple classes

Classification approaches learn 
a model from training dataset, 

i.e. pre labelled data with 
samples of both classes, to 
identify previously unseen 

observations in the test set for 
labelling each instance with a 

label based on the models 
prediction

The labelled data, which is a 
set of database tuples with 
their corresponding class 

labels, can be divided into: 
training and test data



Labelled Data

Training 
Data

Test 
DataModel 

Generation

Classification
Accuracy 
Metrics

Expert 
systems

Real time Prediction

Classification process
• In the training phase, a classification algorithm 

builds a classifier (set of rules) that learns from a 
training set

• This classification model includes some 
descriptions (rules) for each class using features 
or attributes in the data

• This model is used to determine the class to 
which a test data instance belongs

• In the testing phase, a set of data tuples that are 
not overlapping with the training tuples are 
selected. Each test tuple is compared with the 
classification rules to determine its class

• The labels of the test tuples are reported along 
with percentage of correctly classified labels to 
evaluate the accuracy of the model in previously 
unseen (labels in the) data

• As the model accuracy is evaluated and rules are 
perfected for labelling previously unseen 
instances, these rules can be used for future 
predictions 

• One way to do that is to maintain a knowledge 
base or expert system with these discovered 
rules and as incoming data is observed to match 
these rules the labels for them are predicted.
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Data Mining methods: Classification
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• Several classification algorithms have been proposed which approach the classification modelling using different 
mechanisms. 
• The decision tree algorithms provide a set of rules in the form of a decision tree to provide labels based on conditions in the 
tree branches
• Bayesian models provide a probability value of an instance belonging to a class
• Function based methods provide functions for demarcations in the data such that the data is clearly divided between classes
• Classification combinations namely ensemble methods which combine the classifiers across multiple samples of the training 
data

• These methods are designed to increase the accuracy of the classification task by training several different classifiers and 
combining their results to output a class label

• A good analogy is when humans seek the input of several experts before making an important decision 
• Diversity among classifier models is a required condition for having a good ensemble classifier (He & Garcia, 2009; Li, 

2007)
• Base classifier in the ensemble should be a weak learner in order to get the best results out of an ensemble

• A classification algorithm is called a weak learner if a small change in the training data produces big difference in the induced 
classifier mapping
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Classification 
Algorithms 
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Decision 
Tree Based 
Classifier:    

C4.5

• C4.5 decision tree algorithm starts by evaluating attributes to identify the attribute 
which gives most information for making a decision for labelling with the class

• The decision tree provides a series of rules to identify which attribute should be 
evaluated to come up with the label for a record where the label is unknown

• These rules form the branches in the decision tree

• The purity of the attributes to make a decision split in the tree is computed using 
measures such as Entropy

• The entropy of a particular node, InfoA (corresponding to an attribute) in a tree is 
the sum, over all classes represented in the node, of the proportion of records 
belonging to a particular class

• When Entropy reduction is chosen as a splitting criterion, the algorithm searches 
for the split that reduces entropy or equivalently the split that increases 
information, learnt from that attribute, by the greatest amount

• If a leaf in a decision tree is entirely pure then classes in the leaf can be clearly 
described, that is, they all fall in the same class

• If a leaf is highly impure then describing it is much more complex

• Entropy helps us quantify the concept of purity of the node

• The best split is one that does the best job of separating the records into groups 
where a single class predominates the group of records in that branch. 
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ID DOW packets Flows Attack
1 Weekday <400 <10K N
2 Weekday <400 <10K N
3 Weekday <400 <10K N
4 Weekday <400 <10K N
5 Weekday <400 <10K Y
6 Weekday >400K&<10<10K N
7 Weekday >400K&<10>10K&<30 N
8 Weekend >400K&<10>10K&<30 Y
9 Weekend >1000K >10K&<30 N

10 Weekend >1000K >10K&<30 Y
11 Weekend >1000K >10K&<30 Y
12 Weekend >1000K >10K&<30 N
13 Weekend >1000K >10K&<30 N
14 Weekend >1000K >30K Y
15 Weekend >1000K >30K Y
16 Weekend >1000K >30K Y
17 Weekday >1000K >30K Y
18 Weekday >400K&<10>30K N

DOW Weekday Weekend
Attack_Y 2 6
Attack_N 7 3

packets <400 >400K&<1000K >1000
Attack_Y 1 1 6
Attack_N 4 3 3

Flows <10k >10K&<30K >30K
Attack_Y 1 3 4
Attack_N 5 4 1

Info(D) Info(Packets) Info(Flows) Info (DOW)
0.99 0.84 0.80 0.84

Gain Packets Flows DOW
0.15 0.19 0.15

Flows

<10K N

>10K&<30K N

>30K Y

(a)
(b)

(c)
(d)

Example C4.5 
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Classifier 
Combinations-

Ensemble 
Method: 

MILES
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• In ensemble learning, it is important to form learning sets from 
different regions in the feature space. 

• Particularly important if the data is imbalanced and has distribution 
of multiple classes with some majority and minority classes in the 
feature space

• Learning sets that are dissimilar can produce more diverse results
• Multiclass Imbalanced Learning in Ensembles through Selective 

Sampling (MILES) 
• Creates training sets using clustering-based selective sampling
• Uses k cluster sets to selectively choose the training samples
• MILES adopts clustering as a stratified sampling approach to form a 

set of learning sets that are different from each other and at the same 
time each one of them is representative of the original learning set D

• Rebalances the training sets
• Utilizes the concept of split ratio (SR) to split the examples in clusters 

into three strata (near, far and mid) around the cluster centroids
• Combines the classifiers and forming the ensemble
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Classifier Combinations: MILES
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Data Mining methods: Pattern Mining
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Data Mining 
methods: 

Pattern 
Mining
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• Pattern refers to occurrence of multiple objects in a certain 
combination, which could lead to discovery of an implicit interaction
• A frequent pattern refers to frequently co-occurring objects
• A rare pattern refers to a combination of objects not normally 
occurring and which could lead to identification of a possible unusual 
interaction between the objects

• Events become relevant when they occur together in a sequence or 
as groups

• Some approaches deal with this as a causal problem and therefore 
rely on conditional probability of events to determine the occurrence

• If events are seen as itemsets in transactions, focus has been put 
on finding conditional relationships such that presence of A causes 
B with a certain probability

• There might be events where there might be no implied causal 
relationships between them but the relationship is based purely on 
co-occurrence

• For example events might have no implied or evident causal 
relationship but a co-occurrence relationship based on frequency of 
occurrence based on a certain degree of support or confidence 
defining the probability of one event given the other
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Categorization 
of the various 
pattern mining 
approaches 
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Frequent 
Pattern 
Mining: 
Apriori 
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• The Apriori algorithm is based on finding frequent itemsets and then 
discovering and quantifying the association rules
• It provides efficient mechanism of discovering frequent item sets
• A subset of a frequent itemset must also be a frequent itemset i.e., if {IP1, 
high} is a frequent itemset, both {IP1} and {high} should be a frequent itemset
• It iteratively finds frequent itemsets with cardinality from 1 to k (k-itemset). It 
uses the frequent itemsets to generate association rules
• The apriori generates the candidate itemsets by joining the itemsets with large 
support from the previous pass and deleting the subsets, which have small 
support from the previous pass
• By only considering the itemsets with large support, the number of candidate 
itemsets is significantly reduced. In the first pass itemsets with only one item are 
counted
• The itemsets with higher support are used to generate the candidate sets of 
the second pass
• Once the candidate itemsets are found, their supports are calculated to 
discover the items sets of size two with large support and so on
• This process terminates when no new itemsets are found with large support
• Here min support is predetermined as a user defined threshold 
• A confidence threshold is predetermined by the user
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min supp=2
t1 IP1 high
t2 IP2 high
t3 IP1 high
t4 IP4 low
t5 IP4 low
t6 IP6 high
t7 IP1 high
t8 IP6 med

Frequent item set 1
IP1 3
IP4 2
IP6 2
high 5
low 3

Confidence Support
IP1=> high =IP1& high/ IP1 1 =IP1& high/ # tuples 0.38
high=> IP1 =IP1& high/ high 0.6 =IP1& high/ # tuples 0.38
IP4=> low =IP4&low/IP4 1 =IP4&low/ # tuples 0.25
low=>IP4 =IP4 & low/low 1 =IP4 & low/ # tuples 0.25

Frequent item set 2
IP1, high 3
IP4, low 2

Candidate set 1
IP1 3
IP2 1
IP4 2
IP6 2
high 5
med 1
low 2 Candidate set 2

IP1, IP4 0
IP1, high 3
IP1, low 0
IP4, high 0
IP4, low 2
IP6, low 0
IP6, med 1
IP6, high 1
high, low 0

Example : Apriori Algorithm 

• A set of transactions containing IP addresses and level of alerts raised in an IDS (high, med and low)

• If IP1 and high are two items the association rule IP1  → high means that whenever an item IP1 occurs in a transaction then high
also occurs with a quantified probability

• The probability or confidence threshold can be defined as the percentage of transactions containing high and IP1 with respect to 
the percentage of transactions containing just IP1

• This can be seen in terms of conditional probability where P (high|IP1) = P (IP1 U high) / P (IP1).

• The strength of the rule can also be quantified in terms of support, where support is the number of transactions, which contain a 
certain item, therefore support of X is the percentage of transactions containing X in the entire set of transactions. Confidence is 
determined as Support (IP1 U high) / Support (IP1)

• This gives the confidence and support for rule for IP1→high

• The rule IP1→high is not the same as high→IP1 as the confidence will change
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