
Data analytics for 
Cyber security

-Cybersecurity 
through Time Series 

and Spatial Data
-

Vandana P. Janeja

©2022 Janeja.  All rights reserved.

12/4/2022 Data Analytics for Cybersecurity, ©2022 Janeja  All rights reserved.
1



Outline
Spatial and Temporal Data

• Spatial Data
• Spatial Autocorrelation, Spatial Heterogeneity
• Temporal Data
• Temporal Autocorrelation
• Temporal Heterogeneity

Some Key Methods for Anomaly Detection in Spatial and Temporal Data
• Spatial Anomaly Detection
• Spatial Neighborhood
• Temporal Anomaly Detection
• Temporal Neighborhoods

Cybersecurity through Spatiotemporal Analysis
• Spatial Anomalies in Cybersecurity
• Neighborhood-Based Anomalies
• Spatiotemporally Clustered Anomalies
• Insights through Geo-Origination of IP Addresses

Temporal Behaviors in Evolving Networks

12/4/2022 Data Analytics for Cybersecurity, ©2022 Janeja  All rights reserved.
2



Spatial and 
Temporal 

Context

• Spatial data refers to geo spatial data in the context of 
cybersecurity
• The spatial context comes from the origination of the 
attacks or sources of attacks
• The network layout can also have a spatial context
• One example of spatial context in cybersecurity is the 
geo-origination of anomalies such as massive spam 
originating from certain spam hubs around the globe
• Temporal context refers to the time reference of an 
attack or network traffic in general over a period of time
• Temporal context refers to how network traffic evolves 
over time or how certain trends over time could indicate 
threats
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Spatial and Temporal Data
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Spatial Data

• Spatial data consists of data pertaining to space, multidimensional 
points, lines, rectangles, polygons, cubes and other geometric objects
• Spatial data has large volumes so much so that it may require an 
infinitely large database to capture the real world precisely
• Spatial data not only poses challenges due to the type of data and 
volume but also due to the correlation between the objects and their 
spatial neighbors with a neighborhood
• There can be relationships between spatial objects like topological 
relationships (e.g. disjoint, meet, overlap, etc.), direction relationships 
(e.g. North, South, above, below, etc.), metric relationships (e.g. 
distance greater than) or complex relationships (e.g. overlap with a 
certain distance threshold in the north), which are based on these 
basic relationships. Moreover, the data can depict temporal changes, 
which is inherent in the data itself
• For the purposes of cybersecurity we focus on geo referenced data, 
which includes spatial location in terms of latitude, longitude and other 
information about spatial and non-spatial attributes
• This essentially means that there is some preprocessing on the raw 
data to extract the geo referenced attributes and some other non-
spatial attributes such as geo-political attributes, other regional 
attributes affecting the network trends such as network bandwidths 
etc.
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Cyber Attack Maps Which Capture 
Information In A Geo Referenced Manner

Cyberattack map Link Cyber attack information

Norse http://map.norsecorp.com/#/ Attack type, attack origin and target country, live 
attack map

Checkpoint- threatmap https://threatmap.checkpoint.com/ThreatPortal/livema
p.html

Attacker, targets, top countries attacked and top 
attackers

Fireeye https://www.fireeye.com/cyber-map/threat-map.html Source, destination, top industries targeted

Kaspersky https://cybermap.kaspersky.com/ Interactive based on data sources, threat types

Digital attack map http://www.digitalattackmap.com/#anim=1&color=0&c
ountry=ALL&list=0&time=17388&view=map

Source destination, duration, size 

Akamai https://www.akamai.com/us/en/solutions/intelligent-
platform/visualizing-akamai/real-time-web-monitor.jsp

Network attacks by region

Wordfence https://www.wordfence.com/ Wordpress plugin, blocking attacks
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Spatial 
Autocorrelation

• Autocorrelation refers to the correlation of a variable 
to itself
• Spatial autocorrelation refers to the correlation of the 
variable with itself in space. It can either be positive 
(spatial clusters for high-high or low-low values) or 
negative (high-low or low-high values)
• Everything is related to everything else but nearby
objects are more related than distant objects (Tobler 
1970)- core of spatial autocorrelation
• Any statistical measure (such as Moran’s me, Geary’s 
ratio or Joint Count of spatial autocorrelation relies upon
this (Tobler’s) first law of geography
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Spatial 
Heterogeneity

• Spatial Heterogeneity is the spatially varying autocorrelation, where autocorrelation can be 
positive or negative
• It refers to the variation in the region that may generate characteristic spatial patterns, which 
could be due to the underlying geographical processes and geographical features in the region
• This behavior can be understood in different scales of spatial variation, including large 
(macro variation as autocorrelation) and medium/small (meso variation as heterogeneity), as
well as error (independent noise or anomalies.
• Based on the concept of spatial autocorrelation and heterogeneity, it may be possible that 
the geo spatial trends within United States may be similar due to spatial autocorrelation, 
however, there may also be inherent variability due to heterogeneity
• Let us consider the number of attacks coming into the United States 
• It is clear that every location in the United States will not be targeted with the same 
frequency
• So while the number of incoming attacks are generally high for the United States, depicting 
spatial autocorrelation, there is also a spatial heterogeneity due to the relative variation of the 
attacks to different locations inside the United States
• The example shows that the United States is the top targeted country however, the number 
of attacks on the east coast are much larger than the Midwest due to the richness of targets in 
the east coast
• Even though there is a bigger class of locations, for a more accurate analysis the locations 
will need to be subdivided to better evaluate and better allocate resources
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Temporal 
Data

• Let us consider a location or an entity, for example, identified by 
an IP address

• This location or entity may have measurements for a variable 
separated by a regular interval of time

• For example, the traffic information originating from the IP 
address is generated continuously over time (separated by 
seconds or milliseconds)

• This traffic is linked to the geolocation generating the traffic
• This data by nature is temporal as it is time ordered and each 

measurement is separated by a time tick (seconds, milliseconds 
or Nanoseconds)

• The attribute or variable being measured may be the data gram 
length (dgmLen) or size of the packet

• There is also a possibility that the object or entity is the network 
itself and the variable being measured over time is the number 
of incoming or outgoing connections to see the health of the 
network in terms of the network traffic

• Similar to spatial data, temporal data also has issues of 
autocorrelation and heterogeneity.
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Temporal 
Autocorrelation

• Two instances of an object in time occurring one after 
the other (reflected as two attribute values for this 
object) have a temporal relationship of adjacency
• Since these instances occurred one after the other, 
they are possibly similar or are related in terms of their 
values (quantified as Temporal Autocorrelation)
• The time difference between the values of the attribute 
is referred to as lag
• For example, for the variable ‘packet size’ for an IP 
address the lag is one millisecond. An autocorrelation 
coefficient (such as Pearson’s ’r’) measures the 
correlations between temporal values a certain temporal 
distance apart
• Here autocorrelation measures the correlation 
(positive or negative) of the data variable to itself at a 
given time lag
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Temporal 
Heterogeneity

• The  overall  autocorrelation  of  a  temporal  data  sequence  
may  be  positive and high

• However, there may be an underlying processes that may bring 
about some patterns, which are averaged out over larger time 
periods

• Although temporal mining accounts for issues such as 
seasonality it does not account for the bigger challenge of 
heterogeneity

• Heterogeneity essentially is the property of the temporal data 
due to which it behaves differently even in close time proximity A 
temporal sequence, which depicts an ascending trend may give 
a high value for autocorrelation when considered for larger time 
window, on close observations we may find pockets  of 
variations  in this data due to the inherent variability  of the data

• If autocorrelation exists in temporal data it can be assumed that 
data is coming from the same underlying process for the points 
in a time window

• Heterogeneity indicates that even though the data may be 
autocorrelated it may be originating from multiple processes
depicting micro scale variations
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Some Key Methods for Anomaly 
Detection in Spatial and Temporal Data
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Spatial 
Anomaly 

Detection

• Anomaly detection deals with discovering non-trivial and intriguing 
knowledge, in the form of unusual patterns, objects and 
relationships

• Such a discovery works on the principle of identifying anomalies 
with respect to the similarly behaving partitions in the data

• Accounting for heterogeneity within the data in creating these 
partitions is critical to accurately identify anomalies

• To understand the need for such a refined anomaly detection the 
current approaches to anomaly detection in spatial and temporal 
data are discussed with an emphasis on identifying the correct 
partitioning, referred to as neighborhood discovery, in spatial and 
temporal data

• The neighborhoods can also be used as a characterization such 
that objects which deviate substantially from this characterization 
can be identified as suspicious

• This process is similar to anomaly detection using clustering, the 
key difference is that the preprocessing to form the similar objects 
into a neighborhood is different for spatial and temporal data due to 
the properties of the data outlined above

• The anomaly detection process is similar for all data types the key 
difference is the pre-processing based on different types of data
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Spatial 
anomaly 
detection

Spatial outlier detection: 
individual  object  or a set of 
objects  can be outliers  with 
respect  to neighboring  objects 

Anomalous window detection: a 
set of contiguous spatial objects 
are outliers with respect to the 
entire data
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Spatial Anomaly Detection
• A spatial outlier is an object which is deviant in its behavior from its neighboring objects
• This behavior is quantified in terms of significant difference in attribute values of the 
object with similarly behaving objects in a certain proximity (neighbors based on spatial 
relationships)
• Several techniques consider neighborhoods that are based primarily on spatial 
relationships, thus, they only account for autocorrelation, but ignore spatial heterogeneity
• The neighborhood formation is not order invariant-a neighborhood based on cardinality 
(number of objects in the neighborhood), will lead to different neighborhood formation and 
outlier detection outcomes with different starting points
• The outlier detection considers the deviation in terms of a single attribute only or 
Euclidean distance between multiple attributes and not interrelationships between attributes
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Spatial 
Anomaly 
Detection

• Anomalous Window Detection deals with the discovery 
of contiguous set of objects forming an unusual window
• In most clustering techniques (such as DBSCAN, 
OPTICS, the focus is on the identification of the major 
groupings in the data, as opposed to unusual ordered 
groupings
• Similar to clustering, outlier detection identifies 
individual outliers and does not quantify the degree of 
unusualness of an outlier
• Scan statistic approaches detect a group of objects 
behaving anomalously with respect to all the objects in 
the dataset, and detect quantifiable anomalous behavior 
in multiple attributes in relation to one another
• Scan statistic techniques (tempora, spatio-temporal) 
identify clusters that are unusual with respect to the rest 
of the data
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Spatial Neighborhood
•The goal of this step is to identify spatial neighborhoods accommodating both spatial 
autocorrelation and heterogeneity in the region

•The neighborhood should not be identified simply by the change in geospatial features or 
solely on the basis of spatial proximity determined using spatial relationships such as 
adjacency of objects

•Generate the immediate neighborhood of an object, called as micro neighborhood

• This captures the entire knowledge about the immediate neighborhood of this object such as 
the presence or absence of spatial features (e.g.: proximity to geo political events or prior 
known cyber attacks from this location) in its proximity and attributes of the object 

•This will allow to associate features and attributes to these objects which can be used to
determine similarity or dissimilarity across spatial objects

• Identify spatial relationships (such as adjacency) using the spatial attributes of the micro 
neighborhoods, to accommodate for autocorrelation

•Capturespatialheterogeneity by identifying semanticrelationshipsbetween thenon-spatial
attributes and features in the micro neighborhoods

• A semantic relationship is defined using similarity coefficients such as Jaccard and Silhouette 
coefficients. If there is a spatial and semantic relationship between spatial objects the micro 
neighborhoods are merged to form macro neighborhoods 

•The macro neighborhood captures both autocorrelation and heterogeneity in the neighborhood 
definitions by not only considering proximity but also the change in the localized features and 
attributes in the region. 

• This neighborhood definition can be used as a precursor to the anomaly detection in 
reference to this neighborhood

• Similarly if an anomaly or an attack event is discovered in one part of this neighborhoods 
then chances are that the attack can propagate to other parts of the neighborhoods given the 
similarity and homogeneousness in this neighborhood  
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Spatial Neighborhood

• Neighborhood can be seen as an underlying 
characterization

• For example if two IP addresses are communicating 
with each other (e.g. IP1 sending a packet to IP2), 
then using geolocation (through databases such as 
Maxmind), these IP addresses can be located and 
overlaid on top of the neighborhood definitions

• For example if macro neighborhood m1 has a series 
of features indicating that it has known prior attacks 
originating, and is a source of geo-political unrest 
then this IP1 gets a certain reputation score and 
should be monitored carefully

• This will help network administrators go beyond the 
white and black listing of IP addresses and use geo 
located information sources as well.
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Temporal 
Anomaly 

Detection

• Change point detection addresses the discovery of time points at 
which the behavior of time series data changes
• Discretization has  been  extensively  studied  and  many  efficient  
solutions  exist  for  simple  discretization techniques including equal 
width or equiprobable discretization, Piecewise Aggregate 
Approximation (PAA) 
• Time series discords are subsequences of a longer time series that 
are maximally different to all the rest of the temporal subsequences
• Most of these approaches consider autocorrelated segments as 
true segments for pattern discovery
• This may ignore heterogeneity in this process, possibly in the form 
of unequal width segments
• Most of these approaches do not quantify the unusualness of a 
patterns discovered in terms of how distinct is it from the data
• Similar to spatial behavior temporal autocorrelation and 
heterogeneity are a big challenge
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Temporal Neighborhoods
• Stationary Distribution based merging: The data can be modeled as 
a Markov Model 
• This approach starts with equal frequency bins as the states of a Markov 
model
• The similarity between the bins is computed using a distance measure d
such as Kullback Leibler, Hellinger, and Mahalanobis, to name a few
• A transition matrix based on these similarities is generated for this 
Markov model and subsequently normalized to obtain a row-stochastic 
matrix
• In order to form an unequal depth discretization or in other words 
unequal sized temporal neighborhoods, an intuition is used that the 
adjacent bins in the transition matrix having high degree of probability of 
transition should be merged,    in order to obtain unequal depth bins
• A Markov Stationary distribution based merging is used, which takes the 
transition matrix from the previous step and computes the stationary 
transition matrix by iteratively taking a self-product of the matrix until it 
converges or is near convergence such that every row entry in this 
converged matrix is same or nearly the same forming the stationary 
distribution vector 
• The split points are identified by finding spikes in the stationary 
distribution vector plot. In order to detect these spikes in the stationary 
distribution vector 
• Discrete Fourier Transform (DFT) and Inverse Discrete Fourier 
Transform (IDFT) are used with higher h coefficients as High Pass Filter 
(HPF)
• This temporal neighborhood can be used as a precursor to anomaly 
detection to identify anomalies in the temporal neighborhoods which are 
more homogenous for an accurate identification of unusual events
• The spikes in the distribution also may correspond to events of interest 
in the network traffic.
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Cybersecurity through Spatiotemporal 
Analysis
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Spatial 
Anomalies in 

Cybersecurity

• While cyber threats that target networks are directed towards specific nodes during 
specific time periods, it has been noted that these nodes are not just randomly
selected, but are usually located in specific geographical regions
• Kaspersky reported that Iran is the most common place where the Flame malware
was discovered
• Cases were also reported in Israel, Palestine, Sudan, Syria, Lebanon, Saudi Arabia
and Egypt
• Out of all computer systems that were affected worldwide by Stuxnet, 60% of
them belonged to Iran A recent analysis indicates that most online schemes occur in 
Eastern Europe, East Asia, and Africa
• These schemes and phishing attacks are shifting to other countries like Canada,
United States, France, Israel, Iran and Afghanistan
• The spatial element plays a key role in strengthening the cyber infrastructure, not
only computer networks but also in power grids and industrial control systems
• While identifying locations of cyber attack victims is important in a power grid or 
computer network, it is also crucial to determine the location of those responsible for
these attacks as it may have serious national security implications
• Most attacks are usually targeted towards specific countries, and for several
different reasons
• A spatial aspect to cyber data analysis can be brought through: 

• Identification of spatial neighborhoods in the network structure to discover the 
impact of an event in space, 

• Studying influence of events in neighborhoods and
• Studying correlation and associations of events over time
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Neighborhood-
Based 

Anomalies

• The neighborhood discovery can be used to describe influence flow among spatial 
objects

• In the network, vertices represent spatial objects, and edges represent the possible 
influence flow

• The weight on each edge indicates the hardship the influence faces to reach from one 
spatial object to another

• Such a weight takes into account the spatial distance and other factors such as barriers 
which can be network properties such as number of hops as the distance measure, geo 
political factors such as IP domain, country etc.  

• So for instance, Mexico and United States, even though they are in proximity will have 
different rates of spread of an event due to differences in the cyber infrastructure

• Even though they are in proximity, their links weight will be less if we are studying event 
propagation

• This was made evident even within the United States when a major breach of Social 
Security Numbers occurred in South Carolina which did not affect the nearby or any other 
states

• Let us consider a network of nodes in a spatial neighborhood, where the spatial nodes 
are connected by edges, based on spatial relationships, with weights computed from the 
distance between the spatial and non-spatial attributes through similarity coefficients

• Given an event being studied, such as a specific attack if we want to study the 
propagation of the attack, influence distance can be used to quantify it

• The influence distance from one spatial object IPp to object IPq is the sum of the weights 
of the constituent edges of the shortest paths from IPp to IPq

• If IPp and IPq are unconnected then the influence distance is ∞. If IPp to IPq are the same 
then the distance is 0
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Spatiotemporally 
Clustered Anomalies

• A network can also be seen as in a spatial layout to discover 
various types of clustered network anomalies
• A network can be laid out on a spatial grid based on 
relationships of network bandwidth usage and usage of the 
network
• Subsequently using any tcpdmp software the packet data can 
be extracted into population and case files where the population 
file has the overall network usage information extracted from 
historic data and case file has the current usage information
• Here network usage can be measured in terms of a variable of 
interest such as number of packets every minute or average 
packet size or total packet size
• Once the files are created from the raw data, spatial and 
temporal anomalies can be identified
• These anomalies are in the form of (a) cluster of servers which 
behave anomalously with respect to others as they are 
considered as geospatial points, (b) cluster of traffic points which 
are anomalous as a temporal cluster with respect to other 
neighboring servers

TcpDmp Generate Case and Population data

Purely Temporal scan

Spatio-Temporal scan
Network on grid

Network Anomalies

Coordinates
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Temporal 
Behaviors in 

Evolving 
Networks

• Communication networks over a period of time can be studied by utilizing the 
temporal neighborhoods and help draw out several forms of communication 
patterns

• For example, one can identify if some nodes are popular on the network, 
either as a common source point to all other nodes or a common destination 
point  from all other nodes on the network consistently

• One can also determine if the popularity of a node either increases or 
decreases over time

• Previous studies have discussed various properties in networks such as 
centrality of nodes in a network, the densification of a network, and the
diameter of a network
• The mining of large networks can be performed with the aim of 
understanding the following:  

• Does the structure of the network change over time?  
• Can we define what changes occur as the network evolves? 
• Dan we identify when these changes in the network take place?  

• By detecting changes in a temporally evolving network, one can drill down 
and identify the underlying cause of this change in the network, which could 
have come forth as a result of a threat to the network
• For example, the unexpected unavailability of a server system from the 
network could be due to an unknown denial of service attack
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