
Abstract

Audio deepfakes—spoofed audio, generated by or 
manipulated using Artificial Intelligence—can lead 
to deception and mis/disinformation. Our research 
aims to improve identification of audio deepfakes by 
incorporating insights from sociolinguistics and 
machine learning. This poster shares preliminary 
results from a pilot training program during Fall 
2022, in which graduate research assistants led 
trainings with three undergraduate UMBC students 
to increase their sociolinguistic knowledge for 
discerning spoofed audio. Informal pre- and post- 
evaluations demonstrated improvement in students’ 
ability to discern the authenticity of real and spoofed 
audio. The four students then shared their insights 
about the linguistic characteristics of audio 
deepfakes in an undergraduate UMBC Data 
Science course.  Findings indicate the potential for 
further research into methods for increasing 
listeners’ discernment of spoofed audio.

Objectives

Research Question

• To train students to understand what deepfakes 
and spoofed audio are

• To train students to understand five 
expert-defined linguistic features (EDLFs)

• To train students to apply their understanding of 
EDLFs when listening to audio clips

• To determine whether training improves student 
accuracy in discerning spoofed audio

Can training students to understand linguistic 
features improve their discernment of fake audio 
compared to legitimate audio?
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Methods and Data 

Two sociolinguists experts, Dr. Mallinson and Davis, 
listened to over 200 real and fake audio files to find 
human discernable audio cues helpful in identifying 
fake audios. Based on phonetic and phonological 
features in audio they defined 5 features. We refer 
them as Expert Defined Linguistic Features 
(EDLFs) as shown in figure 1. 
Our sociolinguistics experts found that an  anomaly 
in these 5 EDLF is good indicator of fake audio.

in Fall 2022, Davis and Khanjani led a four-week 
training with four undergraduate students, two from 
data science backgrounds and one from a social 
science background, with the goal of replicating the 
process of understanding five expert-defined 
linguistic features (EDLFs) and applying this 
knowledge to evaluate audio clips
As a pre-assessment, students were asked about 
their understanding of the 5 EDLFs. As expected, 
these students (who had no background in 
linguistics) had little understanding of the features 
and were unable to clearly define any of the 5 
EDLFs. Subsequently, Davis presented and 
discussed the EDLFs, using examples from the 
sound clips in this project’s datasets to illustrate 
each feature to increase students’ knowledge and 
understanding. At the conclusion of the training, the 
graduate student trainer asked students to recall 
and discuss what was learned.

Figure 1: Definition of 5 EDFLS
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Qualitative data obtained from students indicated 
that, having learned about the EDLFs, students 
were able to listen with a deeper intention in ways 
that improved their listening of and perceptions of 
genuine versus spoofed audio. 

Our findings indicate the need to expand the 
training to improve other listeners’ awareness of 
and ability to discern audio deepfakes—especially 
for college students, who are constantly exposed to 
social media and the potential for deception and 
misinformation/disinformation online. 

Preliminary findings indicate that the training 
process appears to effectively develop, enhance, 
and deepen students’ linguistic understanding and 
their ability to discern audio deepfakes. Our 
ongoing work aims to further develop tools and 
trainings to guide listeners to more accurately 
discern audio deepfakes. As of March 2023, we 
have begun expanding our training by launching a 
pilot study with 40 undergraduate students and will 
complete the analysis of the pilot data by Summer 
2023.
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As one student noted, “I learned about some of 
the formal [linguistic] indicators for a deepfake…, 

as well as training myself when to and when not to 
form a conclusion based on an anomaly on the 

authenticity of an audio file.”
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